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Abstract—Maulti-Agent Reinforcement Learning (MARL) ex-
tends individual reinforcement learning to enable a team of
agents to collaboratively determine the global optimal policy
that maximizes the sum of their local accumulated rewards.
It has been recently deployed in multiple application domains
such as edge computing, wireless networks, and Cyber-Physical
Systems. Nonetheless, the security of MARL and its potential
exposure to cyberattacks have not yet been fully investigated.
This paper examines one of the most serious vulnerabilities
in MARL algorithms: the compromised agent. This newly-
engineered adversarial vulnerability is exploited when a malicious
user compromises an agent to directly control its actions, and
subsequently pushes its cooperative agents to act off-policy. We
present a novel stacked-LSTM ensemble approach to detect
such an attack. The results show that our anomalous behavior
detection system significantly outperforms five baselines from the

ht%%?fel’erms—Multi-Agent Reinforcement Learning, adversar-
ial attacks, LSTM, anomaly detection.

I. INTRODUCTION

The last decade has witnessed significant advances in the
usage and implementation of Reinforcement Learning (RL) in
a variety of application areas. Furthermore, agents learning
to play card games like Go and Poker, advancements in
autonomous driving systems, and a multitude of robotics
innovations all center around RL algorithms that optimize the
training of more than one agent in parallel. Naturally, these
algorithms emerged as a subfield of RL known as Multi-Agent
Reinforcement Learning (MARL).

With MARL’s major implications in artificial intelligence
applications ranging from computer-driven games to au-
tonomous vehicle platoons [1], the reliability and security of
MARL algorithms is of utmost importance. Because of the
common goal of cooperation or competition (or both) between
agents within many MARL systems [2], agents react based on
the actions of other agents within the same environment. For
example, connected autonomous vehicles must interact with
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other vehicles, pedestrians, and the static infrastructure while
considering the actions and reactions of other vehicles before
acting on their own [3]. For this reason, it only takes one
corrupted agent to cause major security issues. Adversaries
that intentionally aim to defect targeted networks can confuse
agents and lead them to make mistakes that can result in
poor performance and even harm to humans that rely on these
systems [4], [S]. Recently, this vulnerability of compromised
agents has been discovered in MARL policies in [5].

Often, the noise added by corrupted agents to fool MARL
systems are invisible to humans [1], [4], which underlines
the critical need for reliable machine learning algorithms to
detect and mitigate such attacks. In this paper, we develop a
novel ensemble of binary long-short term memory (LSTM)
network and predictive LSTM to detect the compromised
agent behavior in MARL. We evaluate the performance of
our approach against popular classification approaches, namely
four dense layers neural networks, support vector machines, k-
nearest neighbors, and binary LSTM [6]. Our ensemble model
achieves the highest detection rate among all baselines. We
uploaded our code and datasets as supplementary materials to
ensure the reproducibility of our research findings'.

Our contributions are listed as follows :

1) We develop a novel ensemble model using binary LSTM
and predictive LSTM to detect the behavior of compro-
mised agents in MARL systems.

2) We design anomalous behavior detection models using
different machine learning techniques as baselines.

3) We thoroughly analyze the detection results of the
proposed model and the baselines using the attack from
[5]. Our ensemble model detects up to 100% with high
attack rates and outperforms the studied baselines.

The remainder of the paper is structured as follows. Section
IT introduces some preliminary concepts and discusses back-

! https://github.com/frank471tt/Multi- Agent- Security/tree/main/MARL_Detection
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ground information and related work. Section III presents our
proposed detection approach. Section IV analyzes the obtained
results. Finally, Section V concludes the paper.

II. PRELIMINARIES AND RELATED WORK

This section provides important information about the se-
curity of MARL and existing anomaly detection models.

A. Multi-Agent Reinforcement Learning

MARL extends single-agent RL and employs N > 1 agents
in a single environment. MARL environments are not inher-
ently Markov, since the transition probabilities Pr{R;y1 =
7, Sir1 = 8'|St, A}, ..., AN} depend not only on one action
but on the actions chosen by each agent. To each agent, the
function by which the environment selects the state at ¢ + 1
appears non-stationary [7]. In addition, each agent receives
its own observations, of, where S; = {o},0?,...,0) }. Thus,
parts of the environment’s state can be hidden from each agent.

MADDPG is the current state-of-the-art algorithm for
MARL. It uses two deep neural networks, one to learn a value
representation for the expected return (the critic), and one to
decide the correct action for the agent (the actor). MADDPG
allows the critic network to learn a value function based on the
observations of each agent combined, but the actor network
must learn a policy using only the corresponding agent’s
own observations. The result is an agent which has a unique
decision-learning policy from the others in the environment,
allowing success for multiple agents with different goals.

The other MARL algorithm that we tested in this paper is
QMIX [8], which is a multi-agent Deep Q-Learning (DQN)
algorithm based on Q-Learning with state-of-the-art perfor-
mance on the StarCraft IT Multi-Agent Challenge. QMIX finds
the optimal joint action value function using a monotonic
mixing function of per-agent utilities. In QMIX, each agent
uses a recurrent-DQN network to estimate the action values
based on their partial observation. DQN uses experience replay
and a target network to improve the stability and convergence
of the RL agent’s training. To maximize the total team reward,
QMIX estimates the joint action values through a mixing
network that takes in each agent’s selected action Q-value (i.e.,
action with max Q-value) and the current state to estimate the
total team reward. With an accurate estimation of the total
reward, each individual agent’s Q-network can be fine-tuned
to maximize the total team reward during execution.

B. Adversarial Attacks in MARL

Research surrounding MARL systems has been gaining a lot
of popularity [9]. The heightened interest in RL systems has
brought significant attention to the adversarial vulnerabilities
evident in many cooperative and competitive settings [3].
Huang et al. [4] were the first to present the proof of concept
that an adversary can interfere with the operation of an RL
agent [4]. In an attempt to coordinate its actions with other
agents in the system, an uncompromised agent can be directly
influenced by its malicious adversarial agents [2].

To detect and mitigate such attacks that are normally
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invisible to the human eye [1], [4], machine learning tech-
niques are especially valuable. Much of the research involves
investigations of how to prevent adversarial examples from
fooling MARL policies with methods like adversarial training
[1], [10], [11], data augmentation and randomization [12], and
detector subnetworks [1], [13]. In this work, we test several
popular machine learning approaches and their ability to detect
adversarial attacks when they have already occurred.

C. Deep Learning for Anomaly Detection

Deep learning and the use of neural networks to conceptual-
ize tasks have become hot topics. However, due to limitations
of a feed-forward neural network’s ability to remember in-
formation from previous frames of data, a Long-Short Term
Memory Neural Network (LSTM) was developed using real-
time recurrent learning [14]. LSTMs mitigate the vanishing-
gradient problem by implementing various recurrent cycles
from subsequent neurons to preceding ones, creating hidden
layers that act like memory. Using input, activation, forget, and
output gates, LSTM allows for long-term memory storage and
is especially conducive to time-series data [6], [14].

LSTMs demonstrate a viable technique to predict normal
time-series behavior that consequently classifies anomalous
behavior without real knowledge of the data domain [14], [15].
Compared to other deep learning techniques, LSTM-based
prediction models may yield better results and performance
[6]. Much work has been done to prove that LSTMs are
extremely effective in classifying anomalous behavior [13]
in various domains ranging from medicine [14] to computer
network traffic [15]. LSTM networks can go even further,
differentiating between categories of anomalous behavior from
normal behavior [14]. Using prediction error distributions as
a baseline [6], LSTM networks are perfectly suited to analyze
sequential data with temporal dynamics [14]. Stacked LSTM
neural networks have shown exceptional performance in de-
tecting anomalies [6], [14], [16], demonstrating the promise
of deep learning techniques in security applications.

Malhotra et al. [6] claim that LSTM-based prediction mod-
els, where the output is the expected action or value, may
produce better results than other detection subnetworks. Their
detection algorithm learns a threshold that maximizes the F1-
score between anomalous and normal datapoints. Then, after
training on normal datasets, an LSTM prediction model calcu-
lates the error vector of predicted and true values. Fitting this
to a multi-variate Gaussian distribution gives an output of P?;
if P* < threshold, the data will be classified as anomalous.
Naseer et al. [16] propose a simpler deep learning detector
subnetwork using a binary LSTM model, which classifies
datapoints into 0 as normal and 1 as anomalous. LSTM-based
models have shown to outperform other machine learning
classifiers. Overall, the temporal element of MARL systems
can clearly benefit from LSTM-based detector subnetworks.

D. Classical Machine Learning for Anomaly Detection

In this paper, we develop anomaly detection models to
detect the compromised agent in MARL using SVM, K-
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nearest, Random Forests, binary LSTM, and four layer dense
neural networks. Then, we compare their performance against
our novel detection model of ensemble binary LSTM and pre-
dictive LSTM. The baseline models are described as follows.

Support Vector Machines (SVMs) [17] are one of the
most common machine classifiers for binary data. The inner
workings of these machines relies on input vectors, a distance
metric hyperparameter, and labeled points. Assuming that the
data can be linearly separable, a linear decision surface is
constructed and used to classify data by finding the best
(largest) hyperplane that separates all data points of one class
from those of another class, without interior data points. Once
that decision boundary is learned, datapoints are plotted and
then classified based on which half of the decision boundary
it falls into. Basic SVMs can reliably classify anomalous data
due to its binary nature, assuming that the training data are
independently and identically distributed [18]-[20].

k-nearest neighbors is another supervised learning method.
Using this algorithm, predictions are made for a new in-
stance by searching through the entire training set for the k
most-similar instances (neighbors) and summarizing the most-
common output label for those k neighbors. In short, the class
with the highest frequency from the k-nearest neighbors will
be taken as the new datapoint’s predicted class. Again, a dis-
tance metric hyperparameter, as well as an integer for k must
be specified prior to testing. As in SVM, a popular application
for k-nearest neighbors is network intrusion detection. Because
of the distance metric used to determine the nearest neighbors,
high-dimensional vectors that are similar may not actually be
regarded as “close.” In addition, as the number of training
datapoints increases exponentially, the probability of error is
bounded [21]. To combat this, k-nearest neighbors is often
combined with more sophisticated algorithms [22].

In other application settings, random forests have proven
useful. The basic unit of a random forest is the decision tree,
an overall map of the possible outcomes of a series of related
choices, usually beginning with a single node and repeatedly
branching into possible outcomes until a classification can be
made by the tree. Randomly creating a forest of trees presents
an ensemble that forms a random forest providing greater
accuracy than stand-alone decision trees by averaging the
predictions of each component tree [14], [23]-[26]. Generally,
with more trees and stronger correlation between them comes
greater robustness and better classification [14], [23].

III. PROPOSED ANOMALY DETECTION APPROACH

This section describes the threat model in MARL based
on the compromised agent vulnerability and presents our
anomalous behavior detection model.

A. Threat Model

This paper models the cooperative MARL (MARL) system
using stochastic games [27]. For an n-agent stochastic game,
we define a tuple G = (S, A', ..., A", r',...,r", T,7), where
S denotes the state space, A* and r* are the action space and
the reward function for agent 7 € 1,...,n, respectively. 7y is
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the discount factor for future rewards, and 7" is a joint state
transition function 7' : S x Ay x As.. X A, — A(S) where
A(S) is a probability distribution on S. Agent 4 chooses its
action a’ € A" according to its policy 7, (a‘|s) parameterized
by 6" conditioning on some given state s € S. The collection
of all agents’ policies 7y is called the joint policy where 6
represents the joint parameter. For convenience, we interpret
the joint policy from the perspective of agent ¢ as:

(a™"]s)) (D

where a~ (07) £, 07" = (67);2:, and 7, " (a™|s) is a
compact representation of the joint policy of all complemen-
tary agents of ¢. Since the agents’ policies are held fixed, the
Markov game G reduces to a single-player MDP, denoted by
G = (S, 4, T, Ry), that the adversary must solve to
generate a new policy by which the compromised agent m
will achieve the adversary’s goal of attacking the other agents
—m and degrading the robustness of MARL.
The compromised agent problem in MARL is defined by:

o = (mhi (a'|s)m, ",

-

t=T
max ) KL (p(a;"[a}", s0)|lp(a; ™[a;™ 50))  (2)
t=0

where a*™ represents the adversarial actions generated by
the adversarial policies of the compromised agent m. This
equation maximizes the KL-divergence between the condi-
tional policy of —m on the action a™ at time ¢ and the same
conditional policy if agent m deviates from its policy and takes
an adversarial action a*"*. The adversary can then intervene
on aj* by replacing it with action a;f™*, which will be used
to compute the next action of agents —m, p(a;/|a;™, si"),
pushing the activations of their policy networks off distribu-
tion. Practically, the problem in Eq. (2) can be solved by
finding the compromised agent’s adversarial actions a*" that
maximize the KL-divergence using the attack proposed in [5].

B. Anomalous Behavior Detection in MARL using an Ensem-
ble LSTM Model

To combat the compromised agent vulnerability in MARL
algorithms, we develop an ensemble model of binary LSTM
and predictive LSTM shown in Fig. 1. The proposed model
predicts the sequence of actions expected to be taken by the
compromised agent m at the next h time steps ¢+ h based on
the actions taken by the benign agents —m, the actions taken
by m at the last ¢ — h time steps, and the states s;, S¢_1, ..S¢—p.
Let’s assume that the prediction function for the ensemble
LSTM is 3 = w(z) such that y is the prediction output and
x represents the input to the network. Y is a vector of the
predicted next / actions for agents m, [a", .., aj", ,]. The input
x includes three vectors of historical information: a vector for
the previous h actions taken by agents m, [a}”,,...,a}" ],
a vector for the previous h actions taken by agents —m
la; "y, ...,a; "], and a vector of previous states [s;_p, ..., 5;—1].
Then, the LSTM prediction function becomes:

_)

—m
a

Z];‘,—&-h =w™ ([ayihv "70‘1?‘,71]7 [at_hv D) at_mL [St—ha ) StD

3)
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Fig. 1. The ensemble LSTM-based model for anomalous behavior detection in MARL.

Using the results from Eq. (3), we compute the error vector
¢ based on Mahalanobis’ distance [28] between the predicted
and observed vectors of actions as follows:

“4)

Using a predefined threshold o, we compute how likely the
error vector € represents an anomaly if it is larger than o.
Algorithm 1 presents the LSTM model for MARL anomaly
detection. In Fig. 1, we first run our testing data through
the Binary LSTM; if a datapoint is classified as positive
for anomaly, then it would be investigated by a human to
ensure accuracy. Any datapoint classified as negative would
then be run through the predictive LSTM ensemble separated

— _ —m —m
Ctt+h = Qpiyn, — @ityn

pred

Algorithm 1 Ensemble Model for Anomalous Behavior De-
tection in MARL

1: Input
[S0, 81, .-, Sn)t_j,: Agents’ states for the last h timesteps
[ag, a1, ..,a,)t_,: Agents’ actions for the last h timesteps
D: The training dataset from MARL systems

Output
E)t,“r n: The classification of each agent’s action as normal
or anomaly

procedure ENSEMBLE LSTM MODEL

Learn a by maximizing F1-score in D
—m _
O tt+h =

e _ m —am
ti+h = Qtitn,,, t,t+h
11: if ?t,t_l'_h > « then

AN R

® 3

pred

12: return a;* is anomalous
13: else
14: return a;" is normal
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by agents. These points are tested by n models to generate
the predictions based on the probability that agent ¢ performs
action 1,2, ...,k for k possible actions.

In the tested particle environments, we used a threshold
of 0.10 for the minimum probability for action j such that i
performing j is still a relatively benign action (as suggested
by the model). The threshold 0.10 was chosen because there
are only 5 possible actions in our test environments. For
the model to decide that a certain action is normal, it only
needs to predict it with at least 0.20 confidence. Therefore,
0.10 has merit as a threshold. Similarly, Starcraft II has 9
possible actions, so for that environment, a threshold of 0.05
has merit. For a datapoint to be considered normal, all of the
true actions must be covered by all of the predicted actions
with a confidence greater than the threshold. Formally, this
is defined as follows: V a € true{ap,a1,...,an}, 3 a €
{predicted{ap, ai,...,a,} > a} such that & == a.

IV. EXPERIMENTS AND RESULTS

We developed different anomalous behavior detection mod-
els as the baseline for our experimental evaluation, namely a
four-layer dense neural network, a three-layer binary LSTM
[16], Random Forest, SVM classifier, and a K-nearest Neigh-
bors classifier. This section explains the dataset used in our
empirical study and analyzes the obtained results.

w™ ([aﬁh’ "Efm}’ @z ae ™), [st-ns St]) A. Dataset Generation

To create the dataset for the MARL system, we first ran
the two MARL algorithms MADDPG and QMIX without
anomalies. In MADDPG, we collected data from 2 particle
environments: cooperative navigation and physical deception.
In cooperative navigation, N cooperative agents must cover
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Fig. 2. The percentage of undetected anomalies by each model in the white-box compromised agent attack scenario.

L landmarks and the agents must learn to reach separate
landmarks without communicating their observations to each
other. In our experiments, we use N = L = 3. In physical
deception, [N cooperative agents try to fool one adversarial
agent. There are L total landmarks with one being the ‘target’
landmark and only the cooperative agents know which of
the landmarks is the target. The adversary must try to infer
and reach the target landmark from the cooperative agents’
positioning, and the cooperative agents must try to deceive the
adversary by spacing out. The cooperative agents are rewarded
as long as a single member of their team reaches the target
landmark. Here, we use N = L = 2.

We also collected data from the QMIX algorithm using the
StarCraft II environment, which is a real-time strategy game
where two teams of agents can fight against each other. We use
the “3m” SMAC map, which employs three “Marine” units on
each team. In this scenario, a team wins by shooting the enemy
team enough to where they run out of health. Our team consists
of three RL agents working together in a MARL system to
defeat the three enemy marines, which use fixed policies. The
implemented attack in [5] controls one of the marines and
alters its decision-making based on the adversairal policy.

After collecting the normal dataset, we implemented the
compromised agent attack [5], during which we control the
compromised agent using an adversarial policy to change its
optimal actions in white and black-box settings. All of the
baseline classifiers were trained using an evenly-distributed
training set of approximately 50% anomalous and 50% nor-
mal datapoints. The baseline classifiers predicted abnormal-
ity based on just one single input vector of the current
timestep’s global observations and global actions. That is,
they received the current state {so,$1,...s,} and actions
{ag,a1,...a,} of all agents. The binary LSTM received the
same information for the three Previous timesteps, as well as

{{50, 81, ..8n}, {ao, a1, "'a"}}tfs'

B. Results and Discussion

Fig. 2 compares the proposed ensemble model against the
baseline detection models using the compromised agent attack.
The ensemble model achieved successful detection results in
all environments based on its recall and precision metrics.
Recall is the number of correctly identified anomalies in
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Fig. 3. Average recall across all attack rates for each of the baseline models.

proportion to the number of true anomalies in the datasets.
Precision is the proportion of correctly identified anomalies
in relation to the number of predicted anomalies. Hence,
lower precision corresponds to higher false positive rates.
The sensitive nature of the attack makes recall paramount
in measuring performance. The ensemble model consistently
showed the highest recall (percentage of anomalies detected),
with some attacks only going undetected 0.1% of the time.
Fig. 3 emphasizes the performance of the ensemble model,
particularly in the Starcraft II environment, where the average
recall across all attack rates improved by approximately 7%.
This large improvement in recall compared to the other base-
line models in the Starcraft II environment is likely due to the
high-complexity of the problem. Because of the environment’s
high-dimensionality, basic machine learning algorithms strug-
gle to distinguish between normal and anomalous datapoints.
Since the proposed ensemble model yields the best perfor-
mance, we highlight its detection details in TABLE I, which
shows that our model consistently detects close to 100% of the
attacks. The model achieves higher precision when the attack
rate increases suggesting that at least 90% of the attacks can
easily be traced and detected at an attack rate as low as 25%
of the episode time. Nonetheless, the model precision leaves
some room for improvement; we believe that this is expected
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